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Abstract Introduction

The current work re-visits calculations for the First The AJAA Applied Aerodynamics Technical Committee
AIAA Drag Prediction Workshop (DPW-I) configura- conducted a Drag Prediction Workshop (DPW-I) in the
tion and uses a grid convergence study to evaluate thgymmer of 2001 to evaluate CFD transonic cruise drag
guantitative effects of discretization error on the COde'tO'predictions for subsonic transports. Workshop partici-
code variation of forces and moments. Four CFD codegants were required to calculate the lift, drag and pitching
commonly used at NASA Langley Research Center argnoment for the DLR-F4 wing-body configuration at the
used in the study: CFL3D and OVERFLOW are struc-cryise condition (Mach = 0.7%;, = 0.5), as well as the
tured grid codes, and NSU3D and FUN3D are unstrucyjach = 0.75 drag polar. The participants were given a re-
tured grid codes. Although the drag variation reportedquired grid to run and were encouraged to develop their
in the summary of DPW-I results was for the constant-gyn grid. The DLR-F4 wing-body was chosen since it
lift cruise condition, the focus of the current grid con- nad been tested in multiple wind tunnéls.

vergence study is a constant angle-of-attack condition A total of 35 solutions were computed with 14 differ-

(o = 0°) near the same cruise lift in order to maintain ent CFD codes; multiple turbulence models were used;

identical boundary conditions for all of the CFD codes. : i .
structured and unstructured grids were used; 21 solutions
Forces and moments were computed on the standar . ; . s

ere submitted on the required grids and an additional
DPW-I structured overset and node-based unstructure . . :

4 solutions were provided on grids developed by the

grids, and the results were compared for the require e . .
) . participants. In Ref. 2, Levy et al. provided a descrip-
transonic drag polar case. The range in total drag pre: .
. . . s tion of the workshop requirements and summary of the
dicted using the workshop standard gridscat= 0 . o
o ; data submitted by the workshop participants. Herfsch
was 14 counts. The variation of drag in terms of stan- . . o
. . . analyzed all of the solutions using a statistical frame-
dard deviation was 6 counts. Additional calculations at LT .
. o work. The variation in the drag from all 35 solutions
a = 0° were performed on the two families of struc-

. ... at the cruise condition as measured by an estimate of the
tured and unstructured grids to evaluate the variation in . - .
; . : population standard deviation was 0.0021. The variation
forces and moments with grid refinement. The struc- :
. . . . in the drag from the experiment was 0.0004. Thus, the

tured grid refinement study was inconclusive because o

difficulties computing on the fine grid. The grid refine- computational drag variation was over 5 times the varia-

ment study for the unstructured grid codes showed ar'%|on between wind tunnels. Designers typically state that

. . I : . they require drag prediction within one count (one count
increase in variation of forces and moments with grid_ : o .

! . =0.0001). Thus, the wind tunnel variation was 4 times
refinement. However, all of the unstructured grid re-

- . .~ the designer’s requirement, and the CFD variation was
sults were not definitively in the range of asymptotic grid : . . .
- . . %l times the designer’s requirement.
convergence. The study indicated that certain numerica . _
schemes (central vs. upwind, thin-layer vs. full viscous) Roaché stated that multiple grids must always be used
or other code-to-code differences may have a larger efin order to verify a CFD solution. The design of the

fect than previously thought on grid sizes considered tdirst DPW-I did not require that the participants provide
be “medium” or “fine” by current standards. solutions on multlple ngdS. Hence, the solutions were

evaluated in the original study without the benefit of a
*Member AIAA, Research Engineer NASA Langley Research Cen-quantitative measure of grid convergence. Each partic-

ter(LaRC), Hampton, Virginia. o ipant was free to choose whichever turbulence model
tAssociate Fellow AIAA, Senior Research Scientist NASA LaRC. . .
fAssociate Fellow AIAA, Research Fellow National Institute of and numencal S(_:heme that they preferred for their cal-

Aerospace, Hampton, Virginia. culations. Additionally, in order to accommodate the
§Senior Member AIAA, Research Scientist NASA LaRC. maximum number of CFD codes possible, the transition
“Member AIAA, Research Engineer NASA LaRC. was specified at the leading edge of the vehicle, i.e. fully

IMember AIAA, Research Scientist NASA LaRC. : :
**Associate Fellow AIAA, Senior Research Scientist NASA LaRC. turbulent, rather than matChmg the experlmentally de

This material is declared a work of the U.S. Government and is nott€rmined _ transition _pattem- AlS(?, although aeroelastic
subject to copyright protection in the United States. deformations were incorporated into the geometry, they
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were determined for a specific loading condition. geometry so the results will not be included in this grid
Some DPW-I participants published detailed resultsconvergence study. Note that most of the CFL3D results
from their contributions to the workshop. Rakowitz et for the original workshop were on block structured 1-
al® presented multi-block structured grid results fromto-1 grids. In the current work, additional cases were
the FLOWer code and hybrid unstructured grid resultscomputed using CFL3D on overset grids, and the only
from the TAU code. Additionally, they investigated the Structured grid results shown (using either CFL3D or
effects of artificial dissipation, grid topology, grid qual- OVERFLOW) are for overset grids. Although the drag
ity, geometry modeling as well as global grid refinementvariation reported in the summary of DPW-I restiltgas
on the structured grid and grid adaptation on the unfor the constant-lift cruise conditiorf, = 0.5), the fo-
structured grid. This parameter study failed to accountus of the current grid convergence study is a constant
for the variation noted in Ref. 5 between the unstruc-angle-of-attack conditiom(= 0°) near the same cruise
tured grid results and both the structured grid resultdiftin order to maintain identical boundary conditions for
and the experimental results. Mavriplis and Leéyye-  all of the CFD codes.
sented hybrid grid results from the NSU3D code and
investigated trailing-edge grid refinement and global grid Test Configuration and Data
h-refinement. Pirzadeh and Fringresented tetrahedral | this computational study, we use the DLR-F4 wing-
unstructured grid results from the USM3Dns code withpody configuration, as employed for the First AIAA
wall functions and compared the computational data tqrag Prediction Workshdpfor transonic drag predic-
the workshop statistical analysis of HemschRum-  tion. The DLR-F4 is typical of a modern subsonic trans-
sey and Biedrohpresented multi-block structured grid port aircraft, and there is an extensive experimental and
results for CFL3D and studied the effects of grid qual-computational database available for this configuration.
ity/resolution, turbulence models, and transition. TheyThe DLR-F4 wing-body was tested in three different
noted that in comparison with the structured overset gridwind tunnels. The experimental data is documented in
the workshop 1-to-1 multi-block structured grid was t00 Refs. 1 and 15. A summary of computational results
coarse to resolve the surface pressures and of overaflom the Drag Prediction Workshop is availaBlé sta-

poor quality. Vassberg, Buning, and Rum$gyesented tistical analysis of the CFD solutions from the workshop
structured overset grid results from the OVERFLOW js also availablé.

code and provided a detailed comparison and analysis
of the experimental data. The OVERFLOW drag predic- Flow Solvers

tion was compared to CFL3D overset grid results at theFOur Reynolds averaged Navier-Stokes (RANS) CFD

design point. codes are employed in this study: CFL3D and OVER-

In the study of a different transport configuration, FLOW are structured grid codes, and NSU3D and
Rumsey et al® provided an analysis of different effects FUN3D are unstructured grid codes,

on the prediction of lift, drag and pitching moment us-
ing CFL3D and OVERFLOW. They evaluated the effects Structured Grid Codes
due to turbulence model, grid refinement, outer bound-CFL3D and OVERFLOW are multi-zone codes which
ary location, aeroelastic deflection, and numerical differ-can use overset grids. Both employ local time-step scal-
encing. Their results showed that the turbulence modeing, grid sequencing and multi-grid to accelerate conver-
was the largest effect once a sufficiently refined grid wasggence to steady stage. A time-accurate mode is available
achieved. for each code, and both can employ low-Mach number
The current work re-visits the DPW-I calculations for preconditioning for accuracy in computing low-speed
the DLR-F4 wing-body and uses a grid convergencesteady-state flows.
study to evaluate the quantitative effects of discretization CFL3D is a cell-centered finite-volume method. It
error on the code-to-code variation of forces and mo-uses third-order upwind-biased spatial differencing on
ments. Four CFD codes commonly used at NASA Lan-the convective and pressure terms, and second-order dif-
gley Research Center are used in the study: CFI3D, ferencing on the viscous terms; it is globally second-
OVERFLOW?? NSU3D'® and FUN3D* In the current  order accurate. Roe’s flux difference-splitting (FDS)
work, the effects of grid density on the variation of forces method® is used to obtain fluxes at the cell faces. The
and moments is assessed for all four of the codes. Resulsolution is advanced in time with an implicit three-factor
from CFL3D, OVERFLOW and NSU3D were submit- approximate factorization method. CFL3D has the capa-
ted to the first DPW,;%° but only NSU3D conducted a bility to use the thin-layer approximation in any combi-
grid density study for the workshop. However, the h- nation of the three coordinate directions (in other words,
refinement strategy used by Mavriplis in Ref. 6 did notif thin-layer is employed in all three directions then
project the newly created surface points to the originalthe result is full Navier-Stokes without cross-derivative
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terms). Thin-layer viscous terms are computed in wall-operator, which is constructed as two passes of a near-
normal directions by default; additional viscous thin- est neighbor Laplacian operator. In the matrix form, this
layer terms are included in some calculations as noted. dissipation is similar to that produced by the Riemann
OVERFLOW!217 js a structured (overset grid) solver gradient based reconstruction technique, and is
Navier-Stokes flow solver. It uses a finite-difference for- obtained by replacing the difference in the reconstructed
mulation, with flow quantities stored at the grid vertices. states on each side of the control volume interface by the
OVERFLOW has central- and Roe upwind-difference undivided differences along mesh edges resulting from
options, and uses a diagonalized, implicit approximatehe biharmonic operator construction. In both cases,
factorization scheme for the time advance. In this studythese differences are then multiplied by the character-
as in previous DPW-I resulfs2nd-order central differ- istic matrix to obtain the final dissipative terms. The
encing with Jameson-type 2nd/4th-order scalar dissipamatrix dissipation formulation is used exclusively in this
tion'® is used except as noted. Thin-layer viscous termstudy. The thin-layer form of the Navier-Stokes equa-
are computed in wall-normal directions by default; ad-tions is employed in all cases, and the viscous terms are
ditional viscous thin-layer and cross-derivative terms arediscretized to second-order accuracy by finite-difference
included in some calculations as noted. approximation. The basic time-stepping scheme is a
For this study, both codes employed PEGASUS 5 softihree-stage explicit multistage scheme. Convergence is
ware (Suhs et dP) to obtain overset interpolants for the accelerated by a local block-Jacobi preconditioner in re-

regions of overlapping grid. gions of isotropic grid cells. In boundary layer regions,
. where the grid is highly stretched, a line preconditioner
Unstructured Grid Codes is employed®® An agglomeration multigrid algorithm is

NSU3D and FUN3D are finite-volume methods in which used to further enhance convergence to steady-state.
the flow variables are stored at the vertices of the meSh]'urbuIence Model

NSU3D solves the equations on mixed element grid _
including tetrahedra, pyramids, prisms, and hexahedrsgor the current study, thg one-equation turbulence model
while FUN3D is currently limited to tetrahedra only for of Spalart and Allmaras IS usédl.CFL3D, NSU3D and
turbulent flows. FUN3D employ the version of SA referred to as SA-la.
FUN3DM 20 2lemplovs an implicit upwind algorithm This is the version of the model that is given in Spalart
ploy P b g and Allmaras’* and will be referred to simply as “SA”

in which the inviscid fluxes are obtained with a flux- from now on. There is also a version of SA in wide use
difference-splitting scheme and the viscous terms arg -t i unpublished: it employs an additional tefin

eval-ualtedt ;N'thé lflnll(t_e-\t/olum? formulgtlop, V\]fh'ct?] 'S that multiplies part of the source term. This unpublished
equivaient to a L>alerkin lype ot approximation for tNES€, o i il pe referred to as “SA+fv3”. OVERFLOW

“?”“S- There are no thin-layer. approximation§ for theby default employs SA+fv3, although the capability to
viscous terms. At '_”t?‘”a?ces delimiting nelghborlng_con-use SA has recently been added to the code. For all the
trol volumes, the inviscid fluxes are computed using Aasults in the current study, OVERFLOW with SA+v3

Roe Riemann solver based on the values on either S'qﬁlas employed. The differences between SA and SA+v3

of the interface. For second-order accuracy, interface valo_ 't < ummarized as follows (refer to Spalart and All-

ues are obtained by extrapolation of the control VOIumemaraé“ for the form of the transport equation):

centroidal values, based on gradients computed at th@

: . . ersion SA:
mesh vertices using an unweighted least-squares tech- N D fuo
nique. The solution at each time-step is updated with S =0 K22 1)
a backwards Euler time-differencing scheme. At each
. . ; . . _ X
time step, the linear system of equations is approximately Joz=1- 15 for (2)

solved with either a point implicit procedure or an im- _
plicit line relaxation schem& Local time-step scaling Version SA+fv3:

is employed to accelerate convergence to steady-state. . D foo
NSU3D" includes two options for the discretization S=ful+ 55 3)
of the inviscid convective terms. The first option em-
ploys a Roe-Riemann solver at control volume interfaces, o = 1 @)
vz T

with a least squares gradient reconstruction procedure for (14 x/Cu2)?
second-order accuracy, similar to the FUN3D discretiza- (14 xfo) (1 = fua)
tion. The second option employs centrally differenced fo3 = XJv1 v2
convective terms with added matrix-based artificial dis- X
sipation. Second-order accuracy is achieved by formulatThe unpublished SA+fv3 model tends to delay
ing these dissipative terms as an undivided bi-harmonidoundary-layer transition relative to SA at moderately

®)
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low Reynolds numbers (e.g., 1 to 10 million), even whel
the model is turned on everywhere (“fully turbulent”). At
higher Reynolds numbers, the differences between t
two versions are less significant. Rumsey €t giro-
vided an analysis of the effects on the prediction of liftis
drag and pitching moment of this variation in the SA tur
bulence model for the DPW-I standard block structure
1-to-1 grid. Their results showed that the overall effecy
of the SA+fv3 was small in the integrated quantities. Th
difference was 1.8% in lift, 3.3% in moment and 0.4% ir,
drag.

Computational Grids

The current grid convergence study uses the DPW-| sta
dard structured overset grid and unstructured grid ¢
part of the grid density study. Both of these standar
grids were provided by the organizing committee an
were built to the same grid specifications as defined I
the organizing committe®. Additional grids (finer and

coarser) were generated specifically for use in the cur- Fig.1 DPW-I standard overset grid.
rent study.
Structured Overset Grids additional resolution of the trailing-edge wake region.

The DPW-I standard overset grid (the medium grid in  The coarse overset grid system was generated by tak-
this study) was described fully in Ref. 9. It used near-ing every other point of the medium grid system. The

field grids generated with hyperbolic marchitigem-  wake of the wing tip cap grid was extended to more

bedded in intermediate and far-field cartesian box gridsclosely match the wake of the rest of the wing, ensuring

The grid system contained a total of 3,727,462 gridenough overlap with the intermediate grid for adequate
points, with 3,231,377 non-blanked points and 54,445communication. This system contained 484,151 grid

surface grid points. The far-field boundary was 150points (475,277 non-blanked).

reference—chor(_j lengths away _frF’m the surface. The To generate the fine overset grid system, parametric
workshop requirement was a minimum of 5(,) reference—cubic interpolation was used in all three coordinate direc-
chord lengths. Rumsey et @l.showed that grid exte_nts tions to insert midpoints between the existing grid points,
of more _”“’?F‘ 25 reference-chord lengths away did noEtarting with the medium grid system. Care was taken to
have a §|gn|f|cant effect on thg forces.and mome.n.ts for Fnaintain surface discontinuities, and simple linear inter-
transonic transport configuration. Grid connectivity for polation was used at grid singularities. Some regions of

the DPW%' grid system was generated with the GMAN 4,0 §ine grids were smoothed to reduce distortion of the
software?® Subsequent comparisons with grids assems

. : X volume grid, specifically at the wing tip trailing edge.
bled using PEGASUS 5 showed little change in gIObaIAgain, the wake of the wing tip cap grid was extended

forces and moments. Figure 1 shows the Wing/bOdydownstream. The resulting grid system had 30,818,728

surface mesh a.nd symmetry plane for the workshop Starljrid points, of which 28,630,101 were non-blanked. Ta-

dard oversetgﬂd. i ) . ble 1 compares the global grid sizes for the family of
The chordwise spacing was set at the wing leading,ctured grids.

edge at approximately 0.10% of the local chord. The

spacing at the trailing edge was approximately 0.12% of

the local chord. The spacing at the tip was approximately Non-BIaTnOktZii Bouncdeelllré/ Traélénge
0.1% of the semi-span and at the root was approximately 9
1.0% of the semi-span. The wall normal spacing was set Cells Cells
so that the first point off the wall was locatedygt ~ 1. Coarse 475,277| 13,553 2
The maximum growth ratio in the wall normal direc- | Medium 3,231,377| 54,445 4
tion was 1.24. The DPW-I geometry has a blunt trailing | Fine 28,630,101 226,359 8
edge definition. The workshop overset-structured grid

resolved the trailing edge with 4 cells. The wing trailing Table 1 Global grid size of structured grids.

edge mesh had an underlying C-type topology that had
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Unstructured Grids The grids generated with VGRIDns were fully tetra-

The DPW-I standard node-based grid was generated withedral. However, VGRIDns uses an advancing layer
the VGRIDns advancing-layer and advancing-front gridtechnique to generate the boundary layer portion of the
generation software packadé. Figure 2 shows the grid so that prisms can be reconstructed in the bound-
W|ng/b0dy surface mesh and Symmetry p|ane for thealy |ayer for use with NSU3D. The mixed-element gridS
workshop tetrahedral standard grid. The DPW-I stan-have the same number of unknowns as the fully tetra-
dard grid was used for the coarse grid solution in thehedral grids although the control volumes differ in the
current grid convergence study. This grid contained doundary layers.

total of 1,647,810 vertices with 48,339 no-slip bound
ary vertices. The far-field boundary was 50 reference
chord lengths away from the surface. The chordwise gr
spacing at the leading edge ranged from approximate
0.25% to 0.16% local chord. The chordwise grid spacing Xy
at the trailing edge was approximately 0.25% to 0.829 oK
local chord. The maximum spanwise spacing was 0.4
semi-span at the leading edge and 0.6% semi-span at
trailing edge. The wall normal spacing was set so that th
first point off the wall was located at™ ~ 1 (0.001 mm
or 0.000708% of the reference chord). The clustering ¢
points normal to the surface was computed according
the VGRIDns stretching functidn

Op = 61[1 + 7“1(1 + 7"2>”—1]n—1 ©6)

wheres,, is the normal spacing of theé” layer, 4, is the
spacing of the first layer, and the factorsandr, are
constants that determine the rate of stretching. (Note'w
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ro is zero the stretching is geometric.) For the workshop Fig. 2 DPW-I standard unstructured grid.
standard gridy; andry were 0.20 and 0.02, respectively.

With these parameters, approximately 28 layers were 5 r ry | Layers
present in the grid with a maximum growth of approx- (mm)

imately 1.34. The workshop unstructured grid resolved Coarse 000110201 002] =28

the blunt trailing edge with 5 vertices. However, the Medium | 0.000751 0.17 | 0.02| =~ 31

mesh is restricted to an underlying O-type topology that Fine 0.00050 0131 002 =34

had no additional resolution of the trailing-edge wake re-

gion. . . . Table 2 Advancing-layer grid generation parameters for
A family of grids was designed for the grid conver- nstructured grids.

gence study such that the total number of the vertices in

each mesh differ by a factor of approximately two be-

: ! ; Total | Boundary Trailing
tween the coarse and medium grids and approximately Nodes Nodes| Edge Nodes
three between the medium and fine mesh. The medium
and fine grids were generated with VGRIDns by a global | ©0arse | 1,647,810] 48,339 >
refinement of the spacing parameters (VGRIDns sourc- | Medium | 3,538,332| 77,685 /
ing terms) used in the generation of the coarse grid of Fine 9,477,926| 166,317 9

0.75 and 0.5, respectively. The minimum wall spacing
between the grids differs by a similar factor. Tables 2
and 3 compare the global grid sizes and grid generation
parameters for the family of unstructured grids. The ge- .
ometric growth in the boundary layer was modified for Computational Results

the medium and fine grids so that the geometric extenDPW-I had two required cases for the participants. Case
of the advancing layers was approximately the same irl was a transonic cruise condition at a constant lift, and
all the grids (see Table 2). The maximum growth rate inCase 2 was a transonic drag polar at the same cruise
the advancing layers was 1.31 and 1.26 for the mediunMach number. All cases were run at the test Reynolds
and fine grids, respectively. The blunt trailing edge wasnumberRe. = 3 x 10° based on geometric chord and
refined explicitly (see Table 3). were assumed to be fully turbulent.

Table 3 Global grid size of unstructured grids.
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Casel M =0.75 Cp = 0.500=£0.001
Case2 M =075 a=-3°-2°—1°0°1°,2°

09
The current study focused on Case 2 and in particuli 08F et
thea = 0° angle-of-attack condition for the grid conver- o7k 4%"
gence study. For each of the codes, a “best” or “standar g;'/
practices method for executing the calculations was chi 06F
sen. The configuration of each code is compared i o5k
Table 4 and is referred to as the baseline code confi ' |
uration. TL1D refers to a thin-layer approximation in 04F
the wall-normal direction, TL3D refers to a thin-layer 03k oxp
approximation in all directions, and FNS refers to full r CFL3D (Medium Grid)
Navier-Stokes. CD refers to a central difference scherwr ~ °2F NSUSD (o i
with scalar dissipation (SD) or matrix dissipation (MD). o1 b FUN3D (Coarse Grid)
Code Eq. Diff. Turb. ok x ,
Scheme| Model 4 2 4
CFL3D TLA1D | Roe SA
OVERFLOW | TL1D | CD/SD | SA+fv3
NSU3D TL3D | CD/MD | SA 09
FUN3D FNS Roe SA E
0.8 |- 1
Table 4 Baseline code configurations. 07 g ./"//% $ e
Workshop Required Transonic Polar 06 .9"%
New Case 2 results computed with CFL3D anc 05F .
FUN3D on the workshop standard grids are compare & 4
to the OVERFLOW and NSU3D results reported at s D
the workshop in Fig. 3. Experimental restitare also 03f " .« exp
included in Fig. 3 for reference. (Recall the overse 025 Y —5— g\F,'EsRDF(L"(";\’,;":‘I\Teg_'g)ﬁ o
workshop standard grid is the medium structured gric “r r) — —o— — NSUS3D (Coarse Grid)®
and the unstructured workshop standard gridisthe coar o1 f i = ~v~ - FUNSD (Coarse Grid)
grid.) This figure shows the wing/body lift versus alphe T T T T
curves, lift versus total drag curves and lift versus pitch 8o 0.02 0.03 0.04 0.05 0.06
ing moment curves. The lift versus alpha curves fron Co
the different codes compare well with each other ove
the lower range of angle of attack, but the results fror
NSU3D and FUN3D break early at the higher angles c 0.9 s
attack. All codes over predict the experimental lift lev- 08

els for most of the angle of attack range. Results fror
the four codes also compare well with each other for th 0.7
drag polar at the lower angles of attack, with an increase 06
variation at the higher angles of attack. The lift versu:
pitching moment curves show the largest code-to-coc 0.5
variation which increases at the higher angles of attack 04

3
ﬁm o oo 9o
) .
o

The range in drag predicted at= 0° was 14 counts
between all four codes, 3 counts between the two stru 03
tured grid codes, and 6 counts between the two unstru
tured grid codes. The corresponding range of lift a
«a = 0° was 0.021 between all four codes, 0.003 betwee 0.1

D exp

TT ¥ :' .: — & CFL3D (Medium Grid)
&h

. ——8—— OVERFLOW (Med. Grid)®
LI — —O— — NSU3D (Coarse Grid)®
o o — —v— — FUNB3D (Coarse Grid)

0.2

C.
£
® =

the two structured grid codes, and 0.016 between the tv 0

unstructured grid codes. The range of lift in terms o 0 0 3

percent of the cruise lift@;, = 0.500) is 4.2% between "

all four codes. Based on a population of the four resultssig. 3 comparison of force and moment results atvi =
0.75 from the DPW-I standard grids.

o
n
o
N
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Fig. 4 Comparison of force and moment results atM =

0.75 from the coarse and medium unstructured grids.
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computed on the workshop standard grids, the mean drag
ata = 0° was 0.03067 and the variation in terms of stan-
dard deviation was 6 counts.

Grid Convergence Study

Force and moment results computed on the medium un-
structured grid are compared in Fig. 4 to the unstructured
coarse (workshop) grid results to show the effect of un-
structured grid refinement on the polar solutions. At each
angle of attack, there was ancreasein variation of
forces and moment between the two unstructured grid
codes as the grid was refined. The range in drag in-
creased from 6 counts to 19 countscat= 0°, and

the range of lift increased from 0.016 (3.2%) to 0.047
(9.4%). This result was unexpected; generally the expec-
tation is that variation between codes should decrease as
the grid density is increased. The possible causes of the
reverse trend seen in this study will be explored further
below.

The M = 0.75, a = 0° angle of attack case was
computed on the coarse, medium and fine structured and
unstructured grids for all codes in their baseline con-
figuration (with one exception: CFL3D was unable to
complete its computation on the fine grid given the time
and resources available). It should be noted that the
OVERFLOW solution on the fine grid was not com-
pletely converged; even after nearly 20,000 multi-grid
cycles, the results showed an oscillatory trend in the
residual histories, forces and moments. In spite of the
lack of satisfactory convergence for this case, “average”
force and moment values were extracted and presented
that are believed to be approximately correct based on
trend analysis, to within roughly 0.004 in lift coefficient,
0.0003 in drag coefficient, and 0.002 in moment coeffi-
cient. Table 5 shows a summary of &l = 0.75, o = 0°
cases run in this study.

Figures 5 - 9 show the lift, total drag, pressure drag,
viscous drag and pitching moment versiis2/3, where
N is the number of cells for structured grids and ver-
tices for unstructured grids. (In the asymptotic range, one
would expect an approximate linear variation in forces or
moments withV —2/3 for a second order scheme.) Thus,
results using finer grids appear to the left in the figures,
and results using coarser grids appear to the right. There
are also additional CFL3D and OVERFLOW data points
on these plots for solutions on the medium structured
grid which were computed with different thin-layer ap-
proximations than the baseline.

Overall, these figures show that as the grids are re-
fined from coarse to medium on the structured grids, the
variation between codes decreases as expected. But as
the unstructured grids are refined, the variation generally
increases. For example, in comparing the NSU3D and
FUN3D results, the total drag range increased with grid
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Code Eq Diff. Turb. Mesh Cr, Cp CDp Cpo Cu
Scheme| Model

CFL3D TL1D | Roe SA Coarse | 0.514| 0.02576| 0.01273| 0.01303| -0.1626

CFL3D® TL1D | Roe SA Medium | 0.535| 0.03130| 0.01763| 0.01367| -0.1653

CFL3D TL3D | Roe SA Medium | 0.539| 0.03144| 0.01779| 0.01367| -0.1662

Overflow | TL1D | CD/SD | SA+fv3 | Coarse | 0.463 | 0.03525| 0.01990| 0.01535| -0.1491
Overflow | TL1D | Roe SA+fv3 | Coarse | 0.554 | 0.02912| 0.01489| 0.01423| -0.1623
Overflow? | TL1D | CD/SD | SA+fv3 | Medium | 0.532| 0.03097| 0.01719| 0.01378] -0.1614
Overflow | TL3D | CD/SD | SA+fv3 | Medium | 0.522 | 0.03095| 0.01723| 0.01372| -0.1589
Overflow | FNS | CD/SD | SA+fv3 | Medium | 0.504 | 0.03114| 0.01741| 0.01374| -0.1531
Overflow | TL1D | Roe SA+fv3 | Medium | 0.527 | 0.03064| 0.01705| 0.01360| -0.1608
Overflow* | TL1D | CD/SD | SA+fv3 | Fine 0.532| 0.02977| 0.01662| 0.01315| -0.1630

NSU3D® | TL3D | CD/MD | SA Coarse | 0.531| 0.03051| 0.01817| 0.01233]| -0.1532
NSU3D TL3D | CD/MD | SA Medium | 0.558 | 0.03109| 0.01825| 0.01284| -0.1661
NSU3D TL3D | CD/MD | SA Fine 0.558 | 0.03078| 0.01770| 0.01308| -0.1673
FUN3D FNS | Roe SA Coarse | 0.514| 0.02989| 0.01774| 0.01215| -0.1473
FUN3D FNS | Roe SA Medium | 0.511 | 0.02920| 0.01701| 0.01219| -0.1487
FUN3D FNS | Roe SA Fine 0.501 | 0.02860| 0.01648| 0.01212| -0.1465

* Oscillatory trend in convergence history.
Table 5 Summary of M = 0.75, a = 0° Results.
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—S— CFL3DTLID CFL3D TL3D
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r B—& . r
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0425 5E-05 0.0001 0.00015 0.0002 0.025 5E-05 0.0001 0.00015 0.0002
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Fig. 5 Comparison of lift versus number of cells or vertices  Fig. 6 Comparison of total drag versus number of cells or
to the -2/3 power atM = 0.75, a = 0°. vertices to the -2/3 power atM = 0.75, o = 0°.

refinement from 6 counts on the coarse grid to 19 countgMd 0 0.057 on the fine grid. The range of lift in terms
on the medium grid to 22 counts on the fine grid. TheOf percent of the cruise lif€, = 0.500 increased from
pressure drag and viscous drag components also show2% 10 9.4% t0 11.4%.

an increase in range with grid refinement. The pressure Figure 10 shows the grid convergence of the surface
drag range increased with grid refinement from 5 countgpressure coefficient at one span station located near the
on the coarse grid to 13 counts on the medium grid butwing-root juncture and one span station just outboard of
decreased slightly to 12 counts on the fine grid. The visthe the wing break. These two pressure distributions in-
cous drag range increased with grid refinement from Idicate two of the relevant flow features at this angle of
count on the coarse grid to 6 counts on the medium grichttack: a separation bubble near the trailing edge of the
to 10 counts on the fine grid. The range in lift increasedwing-root juncture and a mild normal shock across the
from 0.016 on the coarse grid to 0.047 on the mediumspan of the wing near the quarter chord. A comparison
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Fig. 7 Comparison of pressure drag versus number of cells Fig. 9 Comparison of pitching moment versus number of

or vertices to the -2/3 power atM = 0.75, a = 0°. cells or vertices to the -2/3 power at\/ = 0.75, a = 0°.
the medium grid, and Fig. 12 shows similar results on the
—O— CFL3D TL1D coarse grid. These figures show the relative sizes of the
0.0225 %OH g\F,?RDFI(L)?,:,)mD wing-root juncture separation bubble. OVERFLOW with
= gz&:&gw ;'ﬁi’éD CD/SD exhibits more grid sensitivity between these two
002 — -O— - NSU3D TL3D grids. On the other hand, OVERFLOW'’s fine grid result
- | — V- - FUNSDFNS showed only small differences from its medium grid re-
0.0175 L sult (no fine grid result was available for CFL3D). These
z " large differences between CFL3D and OVERFLOW on
© 0015 I s the coarse grid translate into the large variations in forces
r | and moments seen in Figs. 5 - 9.
r g/(%ﬁ e Considering the structured grid results in Figs. 5- 9, it
BTN Y is difficult to discern trends with confidence. For OVER-
FLOW, the coarse grid produces a solution very different
0.01 in character from finer grid results, so it clearly lies out-
r side of the asymptotic range. For CFL3D, a fine grid
0.0075 L— - - T SRR ESR—— result was not attainable due to resource constraints, so
0 5E-05 0.0001 0.00015 0.0002

N3 its trend is also unclear. The difficulties encountered in
this grid refinement study using the overset structured
Fig. 8 Comparison of viscous drag versus number of cells  grids reinforces the assertion of Roache in Ref. 4 that
or vertices to the -2/3 power atM = 0.75, a = 0°. grid doubling, although preferable, may not be practi-
cal for three-dimensional problems due to the fact that
of surface restricted streamlines shown later in the papethe fine grid is often too expensive to calculate and the
show that differences in the inboard pressure distributiortoarse grid is out of the asymptotic range.
are indicative of differences in the wing-root juncture  Next, we examine the unstructured grid results in more
separation. detail. The NSU3D coarse, medium and fine grid re-
First, we examine the structured grid results in de-sults in Figs. 5 - 9 indicate that the coarse grid solution is
tail. Comparing results in Fig. 10, it is seen that CFL3D not in the asymptotic range of convergence. A compar-
exhibits only minor differences between results on theison of chordwise pressure distributions for the NSU3D
coarse and medium grids, whereas OVERFLOW exhibitssolutions in Fig. 10 shows that the flowfield in the area
very large differences. On the coarse grid, OVERFLOWof wing-root juncture separation changes very little with
predicted a significantly larger wing-root juncture sepa-coarse to medium grid refinement while the spanwise
ration compared to the other solutions and the spanwisshock strengthens and moves aft. The increased loading
shock was excessively smeared. Fig. 11 compares suand shift in shock location corresponds to the increase in
face streamlines between CFL3D and OVERFLOW onlift and drag and the decrease in pitching moment shown
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OVERFLOW TL1D forward. The decreased loading due to increased sep-
aration and shock motion corresponds to the decrease
in lift and drag with grid refinement shown in Figs. 5

- 8. The pitching moment variation shown in Fig. 9
does not vary monotonically with grid refinement which
may indicate that although there is a loss in lift, there is
a compensating shift in loading. A comparison of sur-
face streamlines in Fig. 13 shows the relative sizes of the
wing-root juncture separation between the NSU3D and
FUN3D medium grid results. Note that the small amount
of separation predicted by NSU3D (approximately 1.4%
of the wing semi-span) is obscured by the fuselage in the
planform view.

FUN3D FNS

CFL3D TL1D

Fig. 11 Comparison of surface restricted streamlines for
medium structured grids.

OVERFLOW TL1D

NSU3D TL3D

Fig. 13 Comparison of surface restricted streamlines from
FUN3D and NSU3D medium grid results.

Effects of Numerical Implementations

In an effort to try to determine a possible cause for
the trend of increasing variation between unstructured
code results as the grids are refined, the effects of the

CFL3D TL1D thin-layer approximation and difference schemes were
Fig. 12 Comparison of surface restricted streamlines for  investigated. Recall that the “baseline” methods for each
coarse structured grids. of the codes is: TL1D for CFL3D and OVERFLOW,

TL3D for NSU3D, and FNS for FUN3D (refer to Ta-
in Figs. 5- 9. Figure 10 also indicates very small changesgle 4). In terms of thin-layer approximations versus
in the chordwise pressure distributions with medium tofull Navier-Stokes, neither NSU3D nor FUN3D could be
fine grid refinement for the NSU3D solutions, which cor- run using methods other than their baseline. However,
responds to the small variations noted in the compute@FL3D has the capability to use either TL1D or TL3D
forces and moment. and OVERFLOW can use TL1D, TL3D, or FNS. There-

The FUN3D coarse, medium and fine grid results infore, on the medium grids these options were exercised
Figs. 5 - 9 indicate that the three solutions may lie withinto determine their effect. In Figs. 5 - 9, it is seen that
the asymptotic range of convergence in terms of dragthere is very little difference between CFL3D with TL1D
but the lift and moment do not plot as straight lines.and TL3D. OVERFLOW, on the other hand, exhibits sig-
A comparison of chordwise pressure distributions fornificant differences in lift (which successively decreases
the FUN3D solutions in Fig. 10 indicates that the areafor TL3D and FNS) and pitching moment (which suc-
of wing-root juncture separation increased with grid re-cessively increases for TL3D and FNS). For example, the
finement as the spanwise shock strengthened and movdift decreases front’;, = 0.532for TL1Dto C, = 0.522
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for TL3D to Cr, = 0.504 for FNS. It is interesting to terms of standard deviation was 6 counts.

note that this trend is consistent with the fact that FUN3D Additional calculations atv = 0° were performed on
(FNS) yields lower lift levels and higher moment levels the two families of structured and unstructured grids to
than NSU3D (TL3D). However, the drag computed with evaluate the variation in forces and moments with grid
OVERFLOW does not vary significantly between TL1D refinement. On the fine overset structured grid, OVER-
and FNS and is still high in comparison with the FUN3D FLOW results were not completely converged, and the
medium grid results. CFL3D results were not completed due to slow conver-

Figure 14 shows surface pressure coefficients on thgence and resource constraints. The CFL3D and OVER-
medium level grids using the four codes’ baseline meth+LOW coarse grid solutions were not of sufficient reso-
ods, along with the OVERFLOW result using FNS. lution to be used to accurately quantify the variation in
In going from TL1D to FNS, OVERFLOW predicts forces and moments due to grid refinement. The difficul-
the shock location to be further forward, and also ex-ties encountered in the structured grid refinement study
hibits a significant difference (more separation) at thereinforced the issues concerning the impracticality of us-
inboard station where the separation bubble is located. Ang grid doubling in each direction for three-dimensional
comparison of surface streamlines for the OVERFLOWYproblems.

TL1D and FNS results in Fig. 15 also confirms the in-  The grid refinement study for the node-based unstruc-
crease separation predicted with the FNS. tured grid codes, NSU3D and FUN3D, showed an in-

Unfortunately, it is impossible to draw any firm con- crease in code-to-code variation of forces and moments
clusions from this part of the study. Several questionswith grid refinement. The total drag difference of 6
remain unanswered. It is unclear from the current recounts, 19 counts and 22 counts was observed on the
sults why OVERFLOW exhibit a significant difference coarse (workshop), medium and fine grids, respectively.
between TL1D and TL3D but CFL3D does not. This in- However, the results were not definitively in the range
consistency could be related to the fact that OVERFLOWof asymptotic grid convergence. A comparison of grid
used central differencing and CFL3D used upwind dif- convergence in chordwise pressure distributions for the
ferencing. A comparison of Roe upwind results from structured and unstructured grid codes indicated that
OVERFLOW calculations on the coarse and mediumsome solutions are converged to different shock locations
grids is shown in Table 5. On the coarse grid, the effectand root-juncture flow separation patterns. Additional
of Roe upwind versus central differences on lift and dragstructured grid results on the medium grid indicated a
is significant, and the variation between the CFL3D andpossible effect due to thin-layer approximations. Over-
OVERFLOW results is decreased from the baseline reall, the current grid convergence study was inconclusive
sults. However, on the medium grid the effect of upwindin determining if the increased variation in forces and
differences is much smaller, and the variation betweermoments was due to discretization errors or modeling
CFL3D and OVERFLOW results is slightly increased. differences between the codes.

Although the trend between OVERFLOW's TL3D to  In spite of its inconclusive nature, this study exempli-
FNS was consistent with the variation between NSU3Dfied the difficulties inherent in conducting a definitive
and FUN3D, there appears to be some differences narid convergence study for three-dimensional aerody-
accounted for. For example, drag results from FUN3Dnamic configurations. By using only a single CFD code,
were lower than that of NSU3D and the other codes.one can sometimes be misled into believing that results
Drag results from OVERFLOW did not exhibit the same lie in the asymptotic range and that results are represen-
trend. Also, the shock location predicted by NSU3D attative of the “correct” answer. Clearly, there are more
the outboard stations was further downstream from thdactors that need to be considered, as this study using
shock location predicted by the other codes. Finally,four different CFD codes demonstrated. It appears that
OVERFLOW FNS results showed more separation at theertain numerical schemes (central vs. upwind, thin vs.

wing-root juncture than FUN3D which is also FNS. full) or other code-to-code differences may have a larger
effect than previously thought on grid sizes considered
Conclusions to be “medium” or “fine” by today’s standards. Whether

Calculations on the DPW-I DLR-F4 wing-body were this effect diminishes for even finer grids lies beyond cur-
made with four CFD codes commonly used at NASA rent rogtine_ capabilities, and remains to be examined at
Langley Research Center. Forces and moments wersPMe time in the future.

computed on the DPW-I workshop standard structured

overset and unstructured grids, and the results were com- Acknowledgments
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Fig. 15 Comparison of surface restricted streamlines from
OVERFLOW medium grid results.
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